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Abstrak: UMKM memiliki peran penting dalam perekonomian nasional, namun masih 

menghadapi berbagai permasalahan seperti rendahnya pemanfaatan teknologi, keterbatasan 

akses permodalan, dan lemahnya daya saing. Kompleksitas karakteristik data UMKM yang 

mencakup variabel numerik dan kategorikal menjadi tantangan dalam analisis dan pemetaan 

yang akurat. Penelitian ini bertujuan untuk mengelompokkan UMKM di Kabupaten Malang 

berdasarkan karakteristik usaha dengan pendekatan ensemble clustering menggunakan 

algoritma ROCK. Data terdiri dari 75 entri UMKM yang mencakup variabel numerik 

(omset, modal, tenaga kerja) dan kategorikal (jenis usaha, penggunaan aplikasi transportasi 

daring). Clustering dilakukan secara terpisah dengan Agglomerative Hierarchical 

Clustering untuk data numerik dan ROCK untuk data kategorikal. Hasil kedua metode 

digabungkan menggunakan pendekatan ensemble untuk memperoleh klaster yang lebih 

stabil dan representatif. Parameter optimal diperoleh pada theta = 0,40 dan k = 7 dengan 

nilai Clustering Purity (CP*) sebesar 1,0000 dan Silhoutte Coefficient sebesar 1.0000, 

menunjukkan pemisahan cluster yang baik. Cluster akhir menunjukkan perbedaan signifikan 

dalam skala usaha, pemanfaatan teknologi digital, dan performa ekonomi. Temuan ini 

diharapkan menjadi dasar dalam merancang kebijakan pengembangan UMKM yang lebih 

tepat sasaran dan berbasis data. 

Kata Kunci  : UMKM, Clustering, Ensemble ROCK, Silhoutte Coefficient 

 

Abstract:  (MSMEs) play a vital role in the national economy, yet they continue to face 

several challenges, such as limited use of technology, restricted access to capital, and weak 

competitiveness. The complexity of MSME data—which includes both numerical and 

categorical variables—presents challenges in accurate analysis and mapping. This study 

aims to cluster MSMEs in Malang Regency based on business characteristics using an 

ensemble clustering approach with the ROCK algorithm. The dataset consists of 75 MSME 

entries, including numerical variables (revenue, capital, number of employees) and 

categorical variables (type of business, use of online transportation apps). Clustering was 

conducted separately: Agglomerative Hierarchical Clustering (AHC) was used for 

numerical data, and ROCK was applied for categorical data. The results from both methods 

were then combined using an ensemble approach to generate more stable and representative 

clusters. The optimal configuration was found at theta = 0.40 and k = 7, with a Clustering 

Purity (CP*) value of 1.0000 and a Silhouette Coefficient of 1.0000, indicating well-

separated clusters. The final clusters show significant differences in business scale, use of 

digital technology, and economic performance. These findings are expected to serve as a 

basis for designing more targeted and data-driven MSME development policies. 
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1. Pendahuluan  

Usaha Mikro, Kecil, dan Menengah (UMKM) adalah usaha yang berperan 

penting dalam perekonomian negara Indonesia (Wati et al., 2024). Berdasarkan data 

Kementerian Koperasi dan UKM, jumlah UMKM saat ini mencapai 64,2 juta unit, 

menyumbang 61,07% terhadap Produk Domestik Bruto (PDB) atau setara dengan 

Rp8.573,89 triliun, serta menyerap sekitar 117 juta tenaga kerja atau 97% dari total 

angkatan kerja nasional (Kurniasih et al., 2024).  Peran besar UMKM ini menjadikannya 

tulang punggung perekonomian dan sumber utama penyerapan tenaga kerja, termasuk 

di Kabupaten Malang. 

Di era perkembangan teknologi dan informasi yang semakin pesat, pelaku Usaha 

Mikro, Kecil, dan Menengah (UMKM) dihadapkan pada peluang sekaligus tantangan 

bisnis yang semakin kompleks dan kompetitif (Idhom et al., 2024). Persaingan yang 

semakin sengit menuntut para pelaku usaha untuk mampu beradaptasi dan 

meningkatkan daya saing secara inovatif. Dalam menjawab tantangan tersebut, 

pemerintah terus mendorong pemanfaatan teknologi informasi dan pendekatan berbasis 

data dalam pengembangan UMKM sebagai bagian dari strategi pemulihan ekonomi 

nasional dan penguatan sektor informal. Dalam konteks ini, penerapan algoritma 

machine learning (ML) diharapkan dapat membantu memecahkan berbagai 

permasalahan yang dihadapi UMKM, termasuk dalam melakukan analisis dan pemetaan 

potensi usaha secara lebih sistematis, sehingga dapat meningkatkan kesejahteraan para 

pelaku usaha (Hindrayani et al., 2021). 

Sejalan dengan upaya tersebut, pengembangan UMKM yang didukung oleh 

Pemerintah Kabupaten Malang perlu didasarkan pada pemetaan potensi usaha secara 

komprehensif agar kebijakan yang diambil tepat sasaran dan efektif dalam mendorong 

peningkatan kinerja UMKM di tingkat lokal. Salah satu metode yang dapat digunakan 

untuk melakukan pemetaan tersebut adalah clustering, yaitu teknik pengelompokan data 

yang memungkinkan identifikasi kelompok UMKM berdasarkan karakteristik tertentu. 

Dengan demikian, pemetaan potensi usaha melalui clustering dapat menjadi dasar yang 

kuat bagi perumusan kebijakan yang lebih terfokus dan strategis dalam meningkatkan 

daya saing serta kesejahteraan UMKM di Kabupaten Malang. 

Penelitian sebelumnya mengenai pengelompokkan UMKM telah dilakukan oleh 

(Saskya & Apriyanto, 2022) dengan menggunakan data UMKM di Kelurahan 

Pangongangan, Kota Madiun. Pada penelitian tersebut, pengelompokkan UMKM 

dilakukan dengan metode fuzzy c-means yang hanya memanfaatkan variabel numerik, 

yaitu omset, aset, dan tenaga kerja. Namun, pendekatan yang hanya menggunakan 

variabel numerik memiliki keterbatasan, salah satunya adalah ketidakmampuan dalam 

merepresentasikan data kategorikal yang juga memegang peran penting dalam 

pengelompokan UMKM. Akibatnya, hasil pengelompokan kurang representatif 

terhadap kondisi nyata UMKM yang kompleks dan heterogen. 

Data UMKM memiliki karakteristik kompleks yang terdiri dari variabel numerik 

dan kategorikal, sehingga diperlukan metode clustering yang dapat mengintegrasikan 

kedua jenis data tersebut. Salah satu pendekatan yang dapat digunakan adalah metode 

ensemble clustering, yaitu teknik pengelompokan yang menggabungkan hasil clustering 

dari beberapa algoritma untuk memperoleh kelompok yang lebih stabil dan 

representatif. Metode Ensemble Robust Clustering using Links (ROCK) merupakan 

salah satu metode yang relevan untuk tujuan ini. Ketika metode Robust Clustering using 

Links (ROCK) digabungkan dalam pendekatan ensemble, kemampuannya dalam 

mengolah data menjadi lebih kuat dan stabil. 
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Pemilihan Ensemble ROCK dibandingkan dengan metode clustering lainnya 

didasarkan pada keunggulannya dalam menangani variabel kategorikal secara efektif 

melalui pendekatan kemiripan (similarity). Selain itu, metode ini menunjukkan 

fleksibilitas yang tinggi dalam menggabungkan hasil pengelompokan dari data numerik 

dan kategorikal secara simultan. Keunggulan lainnya adalah kemampuannya dalam 

menghasilkan klaster yang lebih konsisten serta lebih tahan terhadap pengaruh noise 

dan outlier. 

Penelitian terkait penerapan metode Ensemble ROCK telah dilakukan oleh 

(Jannah et al., 2024) yang mengelompokkan data Perguruan Tinggi Swasta (PTS) di 

Kota Semarang. Penelitian tersebut menggunakan metode hirarki agglomerative untuk 

menganalisis data numerik dan metode ROCK untuk menganalisis data kategorikal. 

Selanjutnya hasilnya digabungkan dan dilakukan pengelompokan ulang menggunakan 

metode ensemble ROCK sehingga diperoleh final cluster sebanyak tiga kategori dengan 

nilai threshold sebesar 0,2. 

Berdasarkan latar belakang tersebut, penelitian ini akan melakukan 

implementasi metode Ensemble ROCK untuk mengelompokkan UMKM di Kabupaten 

Malang dengan mengombinasikan algoritma Agglomerative Hierarchical Clustering 

untuk analisis data numerik dan metode ROCK untuk analisis data kategorikal. 

Diharapkan penelitian ini dapat meningkatkan kualitas dan ketepatan hasil 

pengelompokan UMKM di Kabupaten Malang sehingga dapat membantu pemerintah 

daerah dalam merumuskan kebijakan dan program pemberdayaan UMKM yang lebih 

tepat sasaran. 

 

2. Metode Penelitian 

2.1 Alur Penelitian 

 
Gambar 1. Alur Penelitian 

1. Data Collecting 

Mengumpulkan 75 data UMKM di Kabupaten Malang melalui kuisioner. 

2. Data Preprocessing 

Melakukan normalisasi Z-Score pada data numerik dan penanganan outlier untuk 

meningkatkan kualitas data. 

3. Clustering 

Pada tahap ini dilakukan dua metode clustering yang berbeda, yaitu AHC untuk 

data numerik dan ROCK untuk data kategorik. 

4. Clustering Ensemble ROCK 

Tahapan ini merupakan proses penggabungan hasil clustering dari data numerik 

dan kategorik yang sebelumnya telah dikelompokkan menggunakan metode 

AHC dan ROCK. Clustering Ensemble dilakukan untuk menghasilkan cluster 

akhir yang lebih stabil dan representatif, dengan mempertimbangkan informasi 

dari kedua jenis data. Metode ROCK digunakan kembali pada tahap ini karena 
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kemampuannya dalam menangani data kategorik serta kemiripan berbasis links, 

yang dapat dimanfaatkan untuk mengintegrasikan hasil clustering dari berbagai 

sumber data. 

5. Evaluasi Cluster Ensemble 

Tahap ini mengevaluasi hasil clustering dari ensemble ROCK dengan Davies-

Bouldin Index. 

 

2.2 Normalisasi Z-Score 

Data yang memiliki selisih rentang yang signifikan dapat menghasilkan 

model dengan akurasi rendah. Normalisasi data merupakan salah satu upaya untuk 

mengatasi masalah ini. Proses normalisasi tidak mengubah informasi yang 

terkandung dalam data, namun membantu menyesuaikan rentang nilainya sehingga 

memudahkan dalam analisis dan penggunaan model. Salah satu metode normalisasi 

yang cukup baik untuk menyeimbangkan skala data yakni menggunakan Z-score 

(Fahrudin et al., 2021).  Metode ini dihitung dengan melakukan pencarian nilai 

ukuran penyimpangan data dari hasil nilai dari rata – rata yang diukur dalam satuan 

standar deviasi. Berikut adalah rumus metode normalisasi Z-Score (Selayanti, et al., 

2025) 

𝑍 =
𝑋 − 𝜇

𝜎
 

 

2.3 Agglomerative Hierarchy Clustering (AHC) 

Metode Agglomerative Hierarchy Clustering (AHC) digunakan untuk 

mengelompokkan data numerik. Pengelompokan data numerik dilakukan 

berdasarkan ukuran ketidakmiripan. Ukuran Ketidakmiripan yang biasa digunakan 

adalah jarak Euclidean. Misalkan terdapat dua objek dengan x = (𝑥1, 𝑥2, … , 𝑥𝑛) dan 

y = (𝑦1, 𝑦2, … , 𝑦𝑛), maka jarak Euclidean antara dua objek tersebut adalah (Roux, 

2018): 

𝑑(𝑥,𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

= √(𝑥 − 𝑦)𝑇(𝑥 − 𝑦) 

Dalam AHC terdapat 3 metode cluster hirarki yang dapat digunakan yaitu 

single linkage, complete linkage, dan average linkage. Single linkage 

mengelompokkan berdasarkan   jarak   terdekat   antara anggota cluster, complete 

linkage berdasarkan jarak terjauh antara anggota cluster, average linkage 

berdasarkan jarak rata-rata antar objek  dari  semua  pasangan  titik  data  dalam  dua 

cluster (Belinda et al., 2019). 

a. Single Linkage  
𝑑(𝑢𝑣)𝑤 = 𝑚𝑖𝑛(𝑑𝑢𝑤, 𝑑𝑣𝑤) 

b. Complete Linkage  
𝑑(𝑢𝑣)𝑤 = 𝑚𝑎𝑥(𝑑𝑢𝑤, 𝑑𝑣𝑤) 

c. Average Linkage 

𝑑(𝑢𝑣)𝑤 =
𝑑𝑢𝑤 + 𝑑𝑣𝑤

𝑛(𝑢𝑣)𝑛𝑤
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2.4 Robust Clustering using Links (ROCK) 

Metode Robust Clustering using Links (ROCK) digunakan untuk mengelompokkan 

data kategorik. Berikut adalah tahapan metode ROCK (Dutta et al., 2005): 

a. Menghitung nilai kemiripan (similarity) 
  

𝑠𝑖𝑚(𝑋𝑖, 𝑋𝑗) =
|𝑋𝑖 ∩ 𝑋𝑗|

|𝑋𝑖 ∪ 𝑋𝑗|
, 𝑖 ≠ 𝑗 

b. Menentukan tetangga 

Penentuan pengamatan 𝑋𝑖 dan 𝑋𝑗 sebagai tetangga yaitu berdasarkan nilai  

𝑠𝑖𝑚(𝑋𝑖, 𝑋𝑗) ≥ 𝜃. Nilai threshold (theta) yang digunakan berkisar antara 0 

sampai 1 menyesuaikan data yang ada. 

c. Menghitung nilai link 

Perhitungan nilai link untuk semua kemungkinan pasangan dari n objek dapat 

menggunakan matriks A. Matriks A adalah matriks berukuran 𝑛𝑛 × 𝑛𝑛 yang 

bernilai 1 (jika 𝑋𝑖 dan 𝑋𝑗 dinyatakan tetangga) serta bernilai 0 jika 𝑋𝑖 dan 𝑋𝑗 

(dinyatakan bukan tetangga). 

d. Menentukan Goodness Measure 

𝑔(𝐶𝑖, 𝐶𝑗) =
𝑙𝑖𝑛𝑘(𝐶𝑖, 𝐶𝑗)

(𝑛𝑖 + 𝑛𝑗)1+2𝑓(𝜃) − 𝑛𝑖
1+2𝑓(𝜃) − 𝑛𝑗

1+2𝑓(𝜃)
 

Dimana 𝑛𝑖 dan 𝑛𝑗  adalah jumlah anggota dalam kelompok ke-i dan kelompok 

ke-j, sedangkan 

𝑓(𝜃) =
1 − 𝜃

1 + 𝜃
 

 

2.5 Validasi Cluster Numerik 

Validasi cluster pada data numerik digunakan untuk menentukan metode 

pengelompokan agglomerative hierarchy clustering dan jumlah cluster yang paling 

optimum. 

a. Pseudo-F 

Perhitungan nilai Pseudo-F digunakan untuk menentukan jumlah 

cluster yang paling optimum setelah dilakukan pengelompokan 

(clustering). Semakin tinggi nilai Pseudo-F mengindikasikan jumlah 

cluster paling optimum (Maulina et al., 2025). Perhitungan validitas 

untuk menentukan jumlah cluster optimum dapat dituliskan dalam 

persamaan berikut : 

Sum of Square Total (SST): 

𝑆𝑆𝑇 = ∑ ∑(𝑥𝑖𝑙 − 𝑥̅𝑙)2

𝑛

𝑖=1

𝑚

𝑙=1

 

Sum of Square Within Group (SSW): 

𝑆𝑆𝑊 = ∑ ∑ ∑(𝑥𝑖𝑙𝑐 − 𝑥̅𝑙𝑐)2

𝑛𝑐

𝑖=1

𝑚

𝑙=1

𝐶

𝑐=1

 

Sum of Square Between Group (SSB): 
𝑆𝑆𝐵 = 𝑆𝑆𝑇 − 𝑆𝑆𝑊 

Selanjutnya, dilakukan perhitungan nilai 𝑅2 berikut : 

𝑅2 =
𝑆𝑆𝐵

𝑆𝑆𝑇
=

[𝑆𝑆𝑇 − 𝑆𝑆𝑊]

𝑆𝑆𝑇
 

Selanjutnya, dilakukan perhitungan nilai Pseudo-F berikut : 



Jurnal PETISI, Vol. 07, No. 01, Januari 2025  

 e-ISSN: 2721-6276 

 

 

123 

 

𝑃𝑠𝑒𝑢𝑑𝑜 − 𝐹 =

𝑅2

𝐶 − 1
1 − 𝑅2

𝑛 − 𝐶

 

b. Internal Cluster Dispersion Rate (icdrate) 

Perhitungan nilai internal cluster dispersion rate (icdrate) digunakan 

untuk menentukan metode pengelompokan yang paling optimum. 

Semakin rendah nilai internal cluster dispersion rate (icdrate) 

mengindikasikan metode pengelompokan yang paling optimum (Fitriana, 

2021). Perhitungan nilai internal cluster dispersion rate (icdrate) berikut : 

𝑖𝑐𝑑𝑟𝑎𝑡𝑒 = 1 −
𝑆𝑆𝐵

𝑆𝑆𝑇
= 1 − 𝑅2 

 

2.6 Validasi Cluster Kategorik 

Validasi cluster pada data kategorik digunakan untuk menentukan jumlah 

cluster yang paling optimum. Pengukuran validasi cluster pada data kategorik dapat 

menggunakan perhitungan nilai compactness. Semakin tinggi nilai CP* 

mengindikasikan cluster yang dihasilkan semakin baik (Belinda et al., 2019). 

Perhitungan nilai compactness berikut : 

𝐶𝑃 ∗=
1

𝑁
∑ 𝑛𝑘 (

∑ 𝑥𝑖, 𝑥𝑗 ∈ 𝐶𝑘𝑠𝑖𝑚(𝑥𝑖, 𝑥𝑗)

𝑛𝑘(𝑛𝑘 − 1)/2
)

𝐾

𝑘=1

, 

 

2.7 Cluster Ensemble 

Model ensemble adalah kombinasi dua model atau lebih dalam satu fungsi 

(Muhaimin et al., 2021). Cluster ensemble merupakan metode pengelompokan data 

dengan menggabungkan hasil  pengelompokan  dari  beberapa  metode  berbeda  

sehingga  diperoleh  solusi gabungan sebagai solusi akhir. Langkah-langkah 

algoritma CEBMDC (Cluster Ensemble Based Mixed Data Clustering) telah 

dijelaskan oleh He, Xu, dan Deng (2004). 

a. Memisahkan  data  campuran  menjadi  dua  bagian  data  yaitu  data  kategorik 

murni dan data numerik murni 

b. Melakukan  pengelompokan  dengan  algoritma  pengelompokan  untuk  masing-

masing jenis data tersebut. 

c. Menggabungkan  hasil  pengelompokan  (output)  dari  data  numerik  dan  data 

kategorik. Penggabungan ini disebut proses ensemble. 

d. Melakukan pengelompokan ensemble menggunakan algoritma pengelompokan 

data kategorik untuk mendapatkan cluster akhir. 

 

2.8 Evaluasi Cluster Ensemble 

Evaluasi cluster ensemble bertujuan untuk mengukur kualitas pemisahan 

cluster yang terbentuk. Salah satu metrik yang digunakan adalah Silhoutte 

Coefficient, yang menilai kompak dan terpisahnya cluster hasil ensemble. Davies-

Bouldin Index (DBI) adalah metrik evaluasi yang digunakan untuk menilai kualitas 

hasil clustering. Semakin mendekati angka 1 pada Silhouette Coefficient, maka 

semakin tinggi kualitas pengelompokkan pada satu kelompok tersebut. Sebaliknya, 

semakin mendekati nilai -1 pada Silhouette Coefficient (Rahmawati et al., 2024). 

Perhitungan dapat dituliskan berikut: 

𝑠𝑖 =
𝑏(𝑖) − 𝑎(𝑖)

max {𝑎(𝑖), 𝑏(𝑖)}
, 
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3. Hasil dan Pembahasan 

3.1 Deskripsi Data 

Data yang digunakan dalam penelitian ini berasal dari pelaku Usaha Mikro, 

Kecil, dan Menengah (UMKM) di Kabupaten Malang, dengan total sebanyak 75 

data. Data mencakup informasi terkait karakteristik usaha dan pelaku usaha. 

Variabel-variabel yang digunakan dalam penelitian ini dapat dilihat pada Tabel 1 

berikut: 
Tabel 1. Variabel Penelitian 

Variabel Jenis Variabel Tipe Data 

Omzet Numerik Integer 

Modal Numerik Integer 

Jumlah Tenaga Kerja Numerik Integer 

Jenis Usaha Kategorik 

0 = Mamin 

1 = Oleh-oleh 

Boolean 

Terdaftar Online 

Usaha 

Kategorik 

0 = Ya 

1 = Tidak 

Boolean 

 

3.2 Data Preprocessing 

Pra-pemrosesan data adalah proses menyiapkan data agar menjadi data yang 

sudah tetap, sebelum digunakan sebagai data pelatihan (Fahrudin et al., 2017). 

Berikut adalah proses nya: 

a. Statistika Deskriptif Pada Data Numerik 

Statistika deskriptif bertujuan untuk menggambarkan karakteristik data. 
Tabel 2. Statistika Deskriptif Data Numerik 

 omset tenaga kerja modal 

count 75 75 75 

mean 6.862.667 2,89 5.272.000 

std 11.987.899 1,39 7.684.427 

min 100.000 1 100.000 

25% 2.000.000 2 1.000.000 

50% 5.000.000 3 3.000.000 

75% 7.500.000 4 5.000.000 

max 100.000.000 7 50.000.000 

Berdasarkan tabel 2 diketahui bahwa rata-rata omset UMKM sebesar 

Rp6.862.667 dengan sebaran yang tinggi, terlihat dari simpangan baku yang besar 

dan selisih nilai minimum-maksimum yang jauh. Modal juga memiliki distribusi 

yang lebar, dengan rata-rata Rp5.272.000 dan maksimum hingga Rp50.000.000. 

Sementara itu, tenaga kerja rata-rata sebanyak 3 orang. Nilai-nilai ekstrem pada 

omset dan modal mengindikasikan adanya outlier, sehingga diperlukan 

normalisasi dan penanganan lanjutan sebelum analisis lebih lanjut. 

 

b. Menangani Outlier Pada Data Numerik 

Pada tahap ini melakukan penangangan outlier yang ditemukan pada variabel 

numerik. Penanganan ini bertujuan menjaga kestabilan data dan mencegah 

pengaruh negatif dari nilai ekstrem pada analisis selanjutnya. 
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Gambar 3. Outlier 

Berdasarkan gambar 3 diketahui bahwa tidak ditemukan outlier pada variabel 

tenaga kerja, namun pada variabel modal dan omset terdapat nilai-nilai ekstrem. 

Nilai outlier tersebut langsung diganti dengan nilai kuartil terdekat berdasarkan 

metode Interquartile Range (IQR), yaitu Q1 untuk nilai yang di bawah batas bawah 

dan Q3 untuk nilai yang di atas batas atas. 

c. Normalisasi Z-Score Pada Data Numerik 

Setelah penanganan outlier, langkah selanjutnya adalah melakukan 

normalisasi pada data numerik, khususnya variabel modal, omset, dan tenaga kerja. 

Normalisasi dilakukan menggunakan metode Z-Score, yang berfungsi untuk 

mengubah skala data menjadi distribusi dengan rata-rata (mean) 0 dan standar 

deviasi 1.  Normalisasi ini penting untuk memastikan bahwa setiap variabel 

memiliki kontribusi yang seimbang dalam proses analisis atau pemodelan, 

 

3.3 Clustering 

a. Agglomerative Hierarchical Clustering (AHC) numerik 

Clustering terhadap data numerik dilakukan menggunakan metode 

Agglomerative Hierarchical Clustering (AHC) dengan tiga pendekatan linkage, 

yaitu single, complete, dan average. Evaluasi dilakukan menggunakan dua metrik 

utama, yaitu nilai Pseudo-F dan ICD rate (Intra Cluster Distance Rate). Berikut 

adalah gambar output : 

 
 

Gambar 4. AHC Numerik 

Berdasarkan gambar 4 diketahui hasil validasi menunjukkan bahwa metode 

linkage average dengan jumlah cluster sebanyak dua (k=2) memberikan performa 

terbaik, dengan nilai Pseudo-F tertinggi sebesar 50.4550 dan ICD rate sebesar 

1.7739. Nilai Pseudo-F yang tinggi mengindikasikan pemisahan antar cluster yang 

baik, sementara nilai ICD rate yang rendah menunjukkan kekompakan cluster yang 

terbentuk. Berikut adalah gambar visualisasi cluster yang terbentuk : 
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Gambar 5. Visualisasi Cluster AHC Numerik 

Berdasarkan gambar 5 diketahui visualisasi hasil clustering menggunakan t-

SNE memperkuat hasil evaluasi tersebut. Terlihat bahwa data terbagi menjadi dua 

cluster yang cukup jelas dan terpisah satu sama lain. Cluster pertama cenderung 

berada di sisi kiri ruang t-SNE, sedangkan cluster kedua tersebar di sisi kanan, tanpa 

adanya tumpang tindih yang signifikan. Hal ini menunjukkan bahwa metode AHC 

dengan linkage average mampu memisahkan data dengan baik secara visual dan 

statistik. 

b. Robust Clustering using Links (ROCK) Kategorik 

Clustering terhadap data kategorikal dilakukan menggunakan metode ROCK 

(Robust Clustering using Links), yang dievaluasi berdasarkan parameter theta, 

jumlah cluster (k), dan nilai CP*. Eksperimen dilakukan pada rentang nilai theta dari 

0.05 hingga 0.90 dan jumlah cluster dari 2 hingga 7. Berikut adalah gambar output: 

 
Gambar 6. ROCK Kategorik 

Berdasarkan gambar 6 diketahui hasil evaluasi menunjukkan bahwa nilai 

CP* tertinggi, yaitu 1.0000, secara konsisten dicapai pada kombinasi k=4 untuk 

sebagian besar nilai theta, termasuk theta terkecil yaitu 0.40. Kombinasi theta=0.40 

dan k=4 dipilih sebagai konfigurasi terbaik karena mampu menghasilkan cluster 

yang paling murni dan stabil terhadap perubahan parameter. Berikut adalah gambar 

visualisasi cluster yang terbentuk : 

 

 
Gambar 7. Visualisasi Cluster ROCK Kategorik 

Berdasarkan gambar 7 diketahui visualisasi hasil clustering menggunakan 

metode ROCK dengan parameter theta = 0.40 dan jumlah cluster (k) = 4, yang 

divisualisasikan melalui teknik t-SNE. Terlihat bahwa keempat cluster terbentuk 

secara terpisah dengan sangat jelas di ruang dua dimensi, tanpa adanya tumpang 

tindih antar kelompok. Hal ini menunjukkan bahwa metode ROCK berhasil 

memisahkan data kategorikal dengan baik. Cluster 0 (biru), Cluster 2 (hijau), dan 

Cluster 3 (merah) membentuk kelompok yang padat dan terfokus pada wilayah 

tertentu, mencerminkan kohesi internal yang kuat. Sementara itu, Cluster 1 (oranye) 
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hanya terdiri dari satu titik data, yang mengindikasikan adanya data yang memiliki 

karakteristik sangat berbeda dari yang lain. Secara keseluruhan, visualisasi ini 

menunjukkan bahwa konfigurasi parameter yang digunakan mampu menghasilkan 

pemisahan klaster yang optimal dan representatif. 

 

3.4 Clustering Ensemble ROCK 

Pendekatan ensemble ini menggabungkan hasil clustering dari beberapa 

model atau konfigurasi parameter untuk meningkatkan stabilitas dan akurasi hasil 

akhir. Evaluasi dilakukan terhadap kombinasi nilai parameter theta, jumlah cluster 

(k), dan CP* sebagai metrik utama. Eksperimen dilakukan pada rentang nilai theta 

dari 0.05 hingga 0.90 dan jumlah cluster dari 2 hingga 7. 

 
Gambar 8. Ensemble ROCK 

 

Berdasarkan gambar 8 diketahui hasil evaluasi menunjukkan bahwa 

konfigurasi theta = 0.40 dan k = 7 memberikan performa terbaik dengan nilai CP* 

tertinggi sebesar 1,0000 Konfigurasi ini dipilih sebagai hasil ensemble terbaik karena 

menghasilkan cluster yang paling murni dan konsisten terhadap variasi parameter. 

 
Gambar 9. Visualisasi Ensemble ROCK 

Berdasarkan gambar 9 diketahui visualisasi hasil ensemble clustering dengan 

t-SNE menunjukkan bahwa data terbagi ke dalam tujuh cluster dengan penyebaran 

yang relatif jelas dan tidak saling tumpang tindih. Cluster 2 (merah) dan cluster 3 

(hijau) mendominasi sebagian besar data dan membentuk kelompok besar yang 

terpisah secara tegas. Sementara itu, cluster 0 (biru), cluster 4 (ungu), dan cluster 6 

(pink) membentuk kelompok kecil yang juga terpisah dengan baik. Adapun cluster 

1 (oranye) dan cluster 5 (coklat) hanya terdiri dari satu atau dua titik, yang 

mengindikasikan keberadaan data dengan karakteristik unik. Meskipun terdapat 

variasi ukuran antar cluster, metode Ensemble ROCK dengan parameter theta = 0,4 

dan k = 7 mampu mengidentifikasi pola dan struktur minoritas secara akurat, serta 

membentuk cluster yang kompak dan tidak tumpang tindih. 

Berdasarkan hasil clustering yang dihasilkan oleh metode ensemble ROCK, 

diperoleh empat kelompok UMKM yang memiliki karakteristik berbeda satu sama 

lain. Ciri khas dari masing-masing cluster, dapat diketahui dengan analisis lebih 

lanjut melalui distribusi variabel kategorik serta statistik deskriptif dari variabel 

numerik yang terdapat dalam setiap cluster. Analisis ini memberikan gambaran 

menyeluruh mengenai pola-pola umum yang muncul dalam masing-masing 

kelompok, seperti jenis usaha yang dominan, pemanfaatan layanan ojek online, rata-

rata omzet, modal, serta jumlah tenaga kerja. 
 

 



Jurnal PETISI, Vol. 07, No. 01, Januari 2025  

 e-ISSN: 2721-6276 

 

 

128 

 

Tabel 3. Profilisasi Cluster Ensemble ROCK 
cluster_ensemble_rock Rata-rata 

modal 

Rata-

rata 

tenaga 

kerja 

Rata-rata 

omset 

Dominasi 

Ojol 

Dominasi 

Jenis 

1 10.285.714 3.43 9.428.571 ya mamin 

2 9.400.000 4.4 10.350.000 ya oleh 

3 2.209.523 2.81 3.976.190 tidak oleh 

4 1.736.842 2.21 3.931.578 tidak mamin 

5 2.300.000 2.5 3.500.000 ya mamin 

6 9.400.000 4.2 11.300.000 tidak oleh 

7 4.125.000 3 6.187.500 ya oleh 

 

Berdasarkan tabel 3 menunjukkan profilisasi cluster ensemble ROCK, 

diketahui bahwa masing-masing cluster menunjukkan karakteristik yang berbeda 

secara signifikan. Cluster 1 dan Cluster 2 merupakan kelompok dengan performa 

ekonomi yang relatif tinggi, ditunjukkan oleh rata-rata modal dan omzet yang besar, 

serta telah memanfaatkan layanan ojek online (ojol). Keduanya juga memiliki tenaga 

kerja yang lebih banyak dibandingkan cluster lainnya, dengan dominasi jenis usaha 

makanan dan minuman (Cluster 1) serta oleh-oleh (Cluster 2). 

Sementara itu, Cluster 3 dan Cluster 4 menunjukkan karakteristik dengan 

performa ekonomi yang lebih rendah, dengan rata-rata omzet dan modal paling kecil 

serta belum memanfaatkan ojol. Kedua cluster ini didominasi oleh jenis usaha oleh-

oleh (Cluster 3) dan makanan-minuman (Cluster 4), dan memiliki jumlah tenaga 

kerja paling sedikit. Cluster 5 dan Cluster 6 memiliki karakteristik menengah, 

dengan modal dan omzet yang sedang serta dominasi penggunaan ojol, terutama 

pada jenis usaha makanan dan minuman. Cluster 7 menunjukkan karakteristik unik 

dengan modal dan tenaga kerja yang relatif rendah, namun memiliki omzet yang 

cukup tinggi. Kelompok ini juga menggunakan ojol dan didominasi oleh usaha oleh-

oleh. 

Secara keseluruhan, profilisasi ini menunjukkan bahwa pemanfaatan 

teknologi seperti ojol berkorelasi dengan peningkatan performa ekonomi, serta 

adanya variasi yang cukup jelas antara kelompok usaha makanan dan oleh-oleh 

dalam hal kebutuhan modal, tenaga kerja, dan capaian omzet. Temuan ini penting 

untuk menjadi dasar dalam penyusunan strategi pemberdayaan UMKM yang lebih 

terarah sesuai karakteristik masing-masing kelompok. 

 

3.5 Evaluasi Cluster Ensemble 

Evaluasi cluster ensemble ROCK ini menggunakan Silhoutte Coefficient 

yang menghasilkan nilai sebesar 1.0000, yang berarti kualitas cluster baik dengan 

tingkat kekompakan yang tinggi dan pemisahan yang jelas antar cluster. 

 

3.6 Pembahasan 

Hasil utama dari penelitian ini menunjukkan bahwa metode Ensemble ROCK 

dengan parameter theta = 0.40 dan k = 7 menghasilkan kualitas klaster yang sangat 

baik, terbukti dari nilai Silhouette Coefficient sebesar 1.0000 dan visualisasi t-SNE 

yang memperlihatkan pemisahan antar cluster yang jelas. Hal ini menunjukkan 

bahwa metode ini efektif dalam menangani data campuran numerik dan kategorikal, 

serta mampu mengidentifikasi karakteristik UMKM secara representatif. 

Jika dibandingkan dengan penelitian terdahulu oleh (Saskya & Apriyanto 

2022), terdapat peningkatan signifikan dalam hal representasi data. Penelitian 
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tersebut menggunakan metode fuzzy c-means yang terbatas pada variabel numerik 

(omzet, aset, dan tenaga kerja), sehingga kurang mampu menggambarkan kondisi 

nyata UMKM yang heterogen. Dengan pendekatan Ensemble ROCK, penelitian ini 

memberikan keunggulan fleksibilitas dan stabilitas hasil yang lebih baik karena turut 

mengintegrasikan variabel kategorikal. 

Penerapan metode ini juga sejalan dengan penelitian yang dilakukan oleh 

(Jannah et al., 2024) mengenai pengelompokan data Perguruan Tinggi Swasta di 

Semarang. Jika Jannah et al. menggunakan nilai threshold sebesar 0,2 untuk 

memperoleh tiga kategori, penelitian ini menemukan bahwa konfigurasi theta 0,40 

lebih optimal untuk data UMKM di Kabupaten Malang. Hal ini memperkuat literatur 

mengenai efektivitas algoritma ROCK dalam clustering data kategorikal, sekaligus 

menunjukkan inovasi integrasi ensemble untuk menghasilkan segmentasi yang lebih 

utuh. 

Selain itu, dibandingkan dengan penggunaan metode konvensional seperti 

Agglomerative Hierarchical Clustering (AHC) yang digunakan oleh (Selayanti et al., 

2025) untuk segmentasi wisata kuliner, pendekatan ensemble dalam studi ini 

menawarkan stabilitas yang lebih tinggi. Meskipun memiliki keterbatasan pada 

jumlah data yang relatif kecil, secara praktis hasil ini dapat dimanfaatkan oleh 

pemerintah daerah Kabupaten Malang untuk menyusun strategi pengembangan 

UMKM yang lebih terarah. Secara akademik, penelitian ini berhasil memperkaya 

literatur mengenai pengelompokan data campuran dengan pendekatan ensemble 

yang lebih adaptif. 

  

4. Kesimpulan  

Dalam penelitian ini, telah dilakukan analisis clustering terhadap data UMKM 

di Kabupaten Malang dengan pendekatan numerik dan kategorik. Untuk data numerik, 

proses awal dilakukan dengan penanganan outlier menggunakan metode Interquartile 

Range (IQR) serta normalisasi menggunakan Z-Score agar data memiliki skala yang 

seimbang. Clustering numerik dilakukan menggunakan metode Agglomerative 

Hierarchical Clustering (AHC) dengan teknik average linkage dan menghasilkan dua 

cluster sebagai konfigurasi terbaik. Hasil evaluasi menunjukkan nilai Pseudo-F yang 

tinggi sebesar 50.4550 dan nilai ICD Rate yang rendah sebesar 1.7739, yang 

mencerminkan pemisahan dan kekompakan cluster yang baik. Sementara itu, untuk 

data kategorikal, metode ROCK dengan konfigurasi theta = 0.40 dan k = 4 

menghasilkan nilai CP* sempurna sebesar 1.0000, menunjukkan pemisahan cluster 

yang sangat baik. 

Pendekatan ensemble ROCK yang menggabungkan berbagai hasil clustering 

menghasilkan tujuh cluster dengan konfigurasi terbaik pada theta = 0.40 dan k = 7, 

dengan nilai CP* sebesar 1.0000 dan Silhouette Coefficient sebesar 1.0000, 

mengindikasikan kualitas clustering yang sangat tinggi dan stabil. Secara karakteristik, 

cluster dengan performa ekonomi lebih tinggi umumnya didominasi oleh UMKM yang 

telah memanfaatkan layanan digital seperti ojek online (ojol), sedangkan cluster dengan 

performa lebih rendah cenderung belum terdigitalisasi. 

Hasil ini penting karena menunjukkan bahwa metode ensemble ROCK adaptif 

terhadap data campuran dan mampu menghasilkan segmentasi UMKM yang 

representatif. Keunggulan ini menjadikan metode tersebut lebih fleksibel dibandingkan 

pendekatan konvensional. Meski jumlah data terbatas, temuan ini bermanfaat secara 

praktis dalam merancang strategi pemberdayaan UMKM berbasis karakteristik cluster, 

serta memberikan kontribusi akademik terhadap pengembangan metode clustering 

untuk data campuran secara lebih adaptif dan terintegrasi. 
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